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Abstract Patent prior art search uses dispersed information

to retrieve all the relevant documents with strong ambiguity

from the massive patent database. This challenging task con-

sists in patent reduction and patent expansion. Existing stud-

ies on patent reduction ignore the relevance between techni-

cal characteristics and technical domains, and result in am-

biguous queries. Works on patent expansion expand terms

from external resource by selecting words with similar dis-

tribution or similar semantics. However, this splits the rele-

vance between the distribution and semantics of the terms.

Besides, common repository hardly meets the requirement

of patent expansion for uncommon semantics and unusual

terms. In order to solve these problems, we first present a

novel composite-domain perspective model which converts

the technical characteristic of a query patent to a specific

composite classified domain and generates aspect queries.

We then implement patent expansion with double consistency

by combining distribution and semantics simultaneously. We

also propose to train semantic vector spaces via word em-

bedding under the specific classified domains, so as to pro-

vide domain-aware expanded resource. Finally, multiple re-

trieval results of the same topic are merged based on perspec-

tive weight and rank in the results. Our experimental results

on CLEP-IP 2010 demonstrate that our method is very effec-

tive. It reaches about 5.43% improvement in recall and nearly

12.38% improvement in PRES over the state-of-the-art. Our

work also achieves the best performance balance in terms of
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recall, MAP and PRES.

Keywords patent retrieval, composite-domain perspective,

double-consistency expansion, word embedding

1 Introduction

Patents have become a normal way for companies or orga-

nizations to protect investments and pursue interests. After

the identification of unique technology, innovation could be

granted a valid patent. The purpose of patent prior art search

is to identify the uniqueness of patent technology. Namely,

its goal is to prove the idea of innovation which has not been

granted a patent or published in other scientific papers.

Different from Web document, a patent is a kind of semi-

structure document containing a large number of technical

terms. The identification of unique technology for the inno-

vation needs massive mental work. Hence, patent prior art

search attracts extensive attentions [1–13].

Challenges in patent prior art search are as follows: 1)

Large quantity. According to statistics released by WIPO

(World Intellectual Patent Organization) in 2016, the num-

ber of application of invention patents, one of three kinds of

intellectual property rights, has reached 1,101,864, showing

a 18.7% growth than that in 2015. 2) High recall. Patent prior

art search aims to guarantee no infringement between the idea

of innovation and any previous granted patents. Otherwise, it

might result in a lawsuit of million dollars. 3) Strong ambigu-

ity. The applicants have obscure style of writing and use the

synonyms and hypernym-hyponyms, hence unusual terms are
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used to express common semantics while uncommon seman-

tics come from usual terms [14]. 4) Information dispersal.

Patent is a semi-structure document containing title, abstract,

description, claim and does not represent a focused informa-

tion need. On the contrary, retrieval system uses the focused

information need of keywords rather than documents to ob-

tain relevant patent documents.

Patent prior art search generates patent queries with tech-

nical terms according to patent document. It contains patent

reduction and patent expansion. Patent reduction selects core

terms from query patents to generate queries while patent ex-

pansion strengthens retrieval semantics and reduces ambigu-

ity by supplementing relevant terms.

Early works take a query patent as a single topic model

for patent reduction. Those methods extract terms from the

query patent through TF-IDF or the transformation of TF-

IDF [2, 3]. Patent reduction of a single topic model could not

cover all the technical characteristics of query patents. More

recent works study the problem of diverse aspects or sub-

topics of patents [4–6], and propose to use clustering algo-

rithms or term frequency to generate multiple queries. How-

ever, such queries can not present explicit aspect interpreta-

tions.

After the removal of stop words, about 12% of rele-

vant patents have no shared terms with corresponding query

patents [15]. Patent expansion is introduced to enrich re-

trieval semantics by adding relevant words. The related work

for patent expansion has two expanded strategies of seman-

tics [7, 8] and distribution [9–13, 16]. Semantic expansion

uses repositories as external resources, which emphasizes se-

mantic consistency and ignores distributed consistency. Dis-

tributed expansion expands a patent query by adding terms

from pseudo-relevant patents or cited patents, which pursues

distributed consistency and ignores semantic consistency.

Hence, existing works split the relevance between distribu-

tion and semantics of terms. Furthermore, common reposito-

ries, such as WordNet or Wikipedia, collect usual words and

common semantics, and they hardly meet the requirement of

patent expansion for domain-aware terms [12].

In this paper, we propose a novel model to generate aspect

queries, which is inspired by the finding that diverse aspects

of patents have strong correlation with their classifications. In

Fig. 1, a query patent (QP) has technical relevance with other

three patents (SP1, SP2, SP3) which all come from evalua-

tion set of CLEP-IP 2010. The query patent expects to obtain

other three patents by patent prior art search. QP is classified

into section C and section G. SP1 is classified into section B

and section C. SP2 is classified into section B and section G.

SP3 is classified into section C and section G. Obviously, QP

and SP1 have the technical similarity on section C, QP and

SP2 on section G. In contrast, QP and SP3 have the technical

similarity both on section C and G simultaneously. Instead of

clustering algorithm or term frequency, we use patent classifi-

cations to clear the boundaries for different query aspects. In

order to accurately express different combinations of patent

classifications, we propose the concept of composite-domain

perspective. We generate a aspect query corresponding to the

query aspect based on a specific composite-domain perspec-

tive.

Fig. 1 Similarity among the query patent and similar patents

In order to obtain domain-aware candidate terms, we use

the special domain resource to train semantic vector spaces

by word embeding which has been widely used in seman-

tic modeling. Besides, we are the first to implement double

consistency expansion which takes semantics and distribution

simultaneously into consideration to reduce semantic ambi-

guity. Finally, we design a fusion method based on the per-

spective weight and the rank of the retrieval patents to merge

multiple retrieval results.

2 Related work

The retrieval topics of patent prior art search are full appli-

cations with fields of title, abstract, description, claim and

so on. In previous works, researchers discussed different sec-

tions of a query patent to implement patent reduction. Some

of previous works reported that fields of title, abstract and

first claim contain the most concentrated core of technical

characteristics. And patent queries of other fields obviously

obtain a better performance because fields of claim and de-

scription have more technical details [2, 3, 17].

Patent reduction is to shorten a query patent and find a

focused information need by removing the ambiguous and

noisy terms. It has been studied for a few years. TF-IDF

and its transformation have been widely applied into patent

reduction [2, 3] which consider high term frequency in the

query patent document and low term frequency in other
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patent documents to be a strong indicator of a good query

term. Pseudo relevance feedback has also been used to reduce

patent queries by removing the most dissimilar segments to

the pseudo-relevant documents from the query patent [18].

Recently, some researchers [4–6] studied the diverse as-

pects or sub-topics on patent reduction. Kim et al. [4] used a

decision tree to generate diverse queries while another work

[5] made clustering algorithms group the terms to identify di-

verse query aspects. Far et al. [6] reported that a simple, mini-

mal interactive relevance feedback approach where terms are

selected from only the first retrieved relevant document with

higher term frequency than retrieved irrelevant documents

obtains the best result.

Patent terms have strong ambiguity. In order to reduce

the ambiguity, previous works use external resources to ex-

pand queries. They usually adopt two strategies of seman-

tics and distribution. The semantic expansion uses reposito-

ries such as Wikipedia [7] and WordNet [8] as external re-

sources, which expands the queries with the synonymic and

hypernym-hyponym words related to the query terms. The

distributed expansion uses pseudo-relevant documents [9]

as external resources and alleviates the query ambiguity by

adding the query with distributed-relevant words.

Other studies also applied different external resources into

distributed expansion [10–13, 16]. Mahdabi et al. [10] pro-

posed to automatically disambiguate query terms by employ-

ing noun phrases which are extracted by using the global

analysis and introduced a method to predict whether expan-

sion based on the noun phrases would improve the perfor-

mance. Previous works exploited proximity information to

select expanded terms from a query-specific patent lexicon

built based on different resources such as definitions of the

International Patent Classification (IPC) [11, 16] or relevant

patents with similar IPC code to the query patent [12]. An-

other recent work [13] built a time-aware weighted network

based on patent citation and used a random worker to find

influential documents as candidate expanded resource.

Our approach is based on patent domain and word embed-

ding. The universal patent classified domain is International

Patent Classification (IPC) which is currently being used by

more than 100 patent-issuing bodies, such as patent office of

Europe, USA, China and Japan. Word embedding is an unsu-

pervised training method which can be applied to any type of

text. Hence, our approach is not related to the special retrieval

system and can be effectively applied to other patent datasets,

such as Chinese patents or American patents.

3 Construction of patent queries

In this section, we introduce our work in details. Figure 2

presents the framework. We first perform pseudo relevance

feedback (PRF) to get potential relevant patents for build-

ing composite-domain perspective converters and generate

aspect queries for perspective retrieval. Secondly, we train

the semantic vector space via word embedding under single-

domain perspectives and perform expanded retrieval by tak-

ing semantics and distribution into consideration simultane-

ously. Finally, we propose a fusion method to merge multiple

retrieval results based on perspective weight and patent rank

in the perspective result. Table 1 is the symbol description.

Fig. 2 Patent retrieval workflow under composite-domain perspectives

3.1 Definitions

In this section, we define some associated terms to create

common context for our retrieval models.

Definition 1 (Patent domain) Patent domain, namely

patent classified domain, refers to the patent technical clas-

sification of one patent. In this paper, we take IPC codes of

patents as patent domains (more details in Section 3.2.2). In

Fig. 1, the patent domains of QP are C08G and G02B.

Definition 2 (Perspective) Perspective, namely composite-
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domain perspective, is generated based on the section of IPC

code. In Fig. 1, the sections of patent domains of QP are

C(C08G) and G(G02B), then composite-domain perspec-

tives of C, G and CG will be created. In order to underline a

composite-domain perspective which contains only one sec-

tion, we introduce the concept of single-domain perspective,

such as C and G.

Table 1 Symbol description table

Symbol Description

Q, q Query patent set Q, q ∈ Q

P, p Relevant patent set P, retrieved by a query patent, p ∈ P

M,m Patent section domain set M, eg:{A, B}

G, g Patent fine-grained domain set G, eg:{A01B 11/02, · · · }
A, α Index set of composite-domain perspectives based on a topic

A, eg:{A, B, AB}, α ∈ A

B, β Index set of single-domain perspectives based on a topic B,
eg:{ A, B }, β ∈ B

K, κ Index set of single-domain sections/perspectives based on
dataset. eg:{A, B, . . . , G, H}, κ ∈ K

H, η Container set of composite-domain perspectives to store rele-
vant patents, eg:{A={}, B={}, AB={}}, η ∈ H

Φ, φ Perspective converter set Φ, eg:{A={},B={} AB=}, φ ∈ Φ
Ψ, ψ Semantic vector space set Ψ, eg:{A={}, B={}}, ψ ∈ Ψ
X, χ Aspect query set X, χ ∈ X

Υ, υ Expanded query set Υ, υ ∈ Υ
w A term of query patents or relevant patents

c A expanded term from a semantic vector space

Definition 3 (Query aspect) Query aspects are decided by

the diverse aspect models, such as decision tree or cluster-

ing algorithm. One cluster center represents one query as-

pect in cluster algorithm while our model generates query

aspects based on composite-domain perspectives. One query

aspect corresponds to one composite-domain perspective and

can generate one aspect query. In Fig. 1, QP generate three

query aspects of C, G and CG, then three corresponding as-

pect queries will be created.

Definition 4 (Shared section) Shared section refers to the

section of IPC code of the shared patent domain. In Fig. 1, the

patent domains of QP are C08G and G02B while the patent

domains of SP1 are B01J and C08G, then the shared section

is C.

3.2 Composite-domain perspective model

In this section, we first discuss the shortcomings of existing

works on the quantitative technical similarity and propose

our perspective quantitative strategy. We then introduce our

methods to construct composite-domain perspective convert-

ers and implement perspective conversions for query patents.

3.2.1 Measuring the technical similarity of patents

Patent prior art search generates patent queries based on

quantitative strategy of patent technical similarity. Patent

search normally has two quantitative strategies, i.e., the

single-topic model [2,3] and multiple-topic model [4–6]. The

single topic strategy takes a query patent as an indivisible

technical unit and generates a single query for patent re-

trieval. Multiple topic strategy thinks that every patent has

more than one technical units and generates multiple aspect

queries. Compared with the single topic strategy, multiple

topic strategy is closer to the way people think about tech-

nology. However, multiple topic strategy uses global statis-

tics such as co-occurrence terms and high term frequency to

cluster terms as queries. These queries can not find explicit

semantic interpretations and not represent independent tech-

nical units.

In section one, we have reported our findings that patent

technical similarity is related to patent classification. We find

that some patents have more than one technical classified

domains, and some relevant patents with different technical

classified domains only share a part. In Fig. 1, QP and SP1

are comparative patents with technical similarity. QP is clas-

sified into C08G and G02B while SP1 is classified into B01J

and C08G. QP and SP1 have the shared classified domain of

C08G. We try to measure technical similarity based on a part

of shared classified domains of comparative patents and pro-

pose a concept of composite-domain perspective which en-

courages to generate aspect queries from different technical

perspectives.

Current retrieval framework takes a query or an indexed

document as a indivisible unit of semantic interpretation,

which measures the similarity between a query and a doc-

ument based on the union of technical classified domains

rather than the intersection.

In Fig. 3, query patent QP has technical similarity with

three relevant patents S P on different classified domains (Fig.

3(a)). Supposing that different classified domains of patents

have equivalent technical characteristics. In the single topic

model, a retrieval system uses smooth technology to align

the query and document, which reduces the similarity value

for which are measured on the union of technical classified

domains rather than the intersection, such as QP and SP1,

QP and SP2 (Fig. 3(b)). We use the composite-domain per-

spectives to segment the technical characteristics according

to patent classifications and generate multiple aspect queries

such as QP1, QP2 and QP3 (Fig. 3(c)). Composite-domain

perspective model implements the aspect retrieval by measur-
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ing the technical similarity on the shared classified domains.

In Fig. 3(d), the technical similarity of SP1 and QP1 are mea-

sured on the shared section A, SP2 and QP2 on section C, and

SP3 and QP3 on both section A and C. They will improve the

rank of relevant patent SP1, SP2 and SP3 in the retrieval re-

sults compared to the rank in the single topic model.

Fig. 3 Different quantitative strategies of technical similarity. (a) A topic
with three relevant patents; (b) similarity of the single topic model; (c) gen-
eration of aspect queries; (d) similarity of the composite-domain perspective
model

3.2.2 Constructing aspect queries

We first determine the basic unit of classified level for

composite-domain perspectives. International Patent Classi-

fication (IPC) is the universal classification of patent applica-

tions. The IPC hierarchical system arranges the IPC codes in

a tree-like structure with five components of section, class,

subclass, group and subgroup. For example, A01C 12/14

is a patent classification of IPC code which has multiple

granularity, such as section(A), class(A01), subclass(A01C),

group(A01C 12) and subgroup(A01C 12/14).

We takes section as the basic unit of classified level for the

perspective because section, which is the division of technical

industry, usually has a greater distinction. A single-domain

perspective is generated based on only one section while a

composite-domain perspective corresponds to one or more

sections. Patent similarity will be measured under the com-

mon perspective. When a query patent has more than one

sections, similarity will be measured under more than one

different perspectives. For example, if a query patent has two

sections of A and B, the technical characteristic will be mea-

sured under three perspectives of A, B and AB.

A patent document presents all the works of technical in-

novation which probably has more than one technical do-

mains. We construct perspective converters to reveal the tech-

nical characteristics under the different composite-domain

perspectives.

Though section is the basic unit to quantify technical char-

acteristics, perspective converters are constructed based on

more fine-grained classification, such as subgroup, because a

section still contains massive fine-grained classifications. The

method to construct perspective converters for composite-

domain perspectives is presented in Algorithm 1.

Algorithm 1 Construction of perspective converters for composite-
domain perspectives

Input: query patent (q)

Output: perspective converters (Φq)

1: obtain potential relevant patents Ptop−k through baseline retrieval based
on q;

2: obtain section domain set Mq and fine-grain domain set Gq of q;

3: generate index set of composite-domain perspective Aq based on sec-
tion domain set Mq;

4: for each index α ∈ Aq do

5: generate a container to store relevant patents, ηα → H;

6: end for

7: for each relevant patent p ∈ Ptop−k do

8: obtain section domain set Mp and fine-grain domain set Gp of the p;

9: for each index α ∈ Aq do

10: if Mp ∩ Mq ∈ α and Gq ∩Gp � ∅ then

11: p→ ηα;

12: end if

13: end for

14: end for

15: for each container kα ∈ K do

16: operate formula (1),(2) to construct perspective converters based on
kα and implement normalization φα → Φ;

17: end for

The procedure of Algorithm 1 is illustrated as follows.

We perform baseline retrieval and obtain TOP − K relevant

patents as document resources to construct perspective con-

verters for composite-domain perspectives (line 1). Based

on section level classification, we generate the index set of

composite-domain perspectives and containers to store rele-

vant patents (lines 2–6). Relevant patents are distributed into

a container based on their section level classification and fine-
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grained level classification (lines 7–14). A relevant patent is

distributed into a container, which means that the relevant

patent and the container meet two conditions simultaneously

as follows: 1) the shared section level classification of the

query patent and the relevant patent is a part of the con-

tainer. 2) the query patent and the relevant patent share a part

of fine-drained level classifications. Finally, our approach to

construct perspective convertors is the following. First, we

estimate the relevance of a patent in the container with the

composite-domain perspective in Eq. (1). Then we use those

relevant patents from a container to generate the language

model as a perspective convertor in Eq. (2) (lines 15–17).

After the distribution of relevant patents according to the

technical classified domains, each container obtains some rel-

evant patents. We evaluate the relevance between relevant

patents and technical characteristics of composite-domain

perspectives using in Eq. (1).

P(p|θα)=

⎧
⎪⎪⎨
⎪⎪⎩

H(θp, θα+Δ) − H(θp, θα), α � α+Δ,

H(θp, θα), α = ALL.
(1)

We assume p denotes a relevant patent from the container.

α (eg: {A}) denotes the index of current container or perspec-

tive which corresponds to one or more IPC sections while

α + Δ (eg: {A, B}) denotes the augmented IPC sections. α

and α + Δ all come from the section domain set of the query

patent. H(θp, θα+Δ) denotes relative entropy between patent

document p and relevant patents stored in container of α + Δ,

while H(θp, θα) denotes relative entropy between patent doc-

ument p and relevant patents stored in container of α. We

evaluate relevance between a relevant patent and the technical

characteristic of a patent perspective by the difference of rel-

ative entropy. The difference assigns higher scores to patents

which contain specific terms and are more similar to α and

less similar to α + Δ. When α and the query patent have the

same IPC sections, relevance is evaluated by relative entropy

itself.

We construct perspective convertors to present domain-

relevant technical characteristics as follows.

P(w|θα) = Zw

∑

w∈p,p∈kα
P(w|p)P(p|θα). (2)

P (w|θα) denotes the weight of technical terms in the lan-

guage model θα while P (w|p) denotes the weight of technical

terms in patent document p. And Zw =
∑

w∈θα
1

P(w|θα) is defined

as term-specific normalization factor.

Perspective conversion adjusts the technical characteris-

tic of query patents based on the technical characteristic of

composite-domain perspectives, which strengthens the tech-

nical characteristics of query patents that are similar to the

composite-domain perspectives and inhibit the difference. We

present three approaches of perspective conversions to gener-

ate aspect queries.

• Linear conversion (LINE)

Pα(w|χ) = λP(w|q) + (1 − λ)P(w|φα). (3)

• Multiplicative conversion (MULTIPLY)

Pα(w|χ) = P(w|q) ∗ P(w|φα). (4)

• Relative-entropy conversion (RE)

Pα(w|χ) = γP(w|q) + (1 − γ)RE(P(w|q), P(w|φα)). (5)

RE(P(w|q), P(w|φα)) =

Zww

⎧
⎪⎪⎨
⎪⎪⎩

P(w|q) log P(w|q)
P(w|φα) , P(w|q) � P(w|φα),

P(w|φα) log P(w|φα)
P(w|q) , P(w|q) < P(w|φα).

Linear conversion is a linear integration of the query lan-

guage model and the perspective language models in Eq. (3)

while multiplicative conversion takes the products of the term

frequency in different language models as aspect queries in

Eq. (4). Relative-entropy conversion is a linear combination

of the query language model and the relative entropy of the

two language models in Eq. (5). In order to ensure the non-

negative property, relative-entropy conversion is divided into

two cases with differential processings. Zww is the normaliza-

tion factor. The effectiveness of conversions will be discussed

in the experiment section.

3.3 Expansion model with double consistency

In Section 3.2, we realize aspect retrieval under composite-

domain perspectives through perspective conversions and re-

trieval information all comes from query patents. However,

patent documents often have obscure style of writing and se-

mantic ambiguity, which affects the retrieval performance.

In this section, we introduce a novel patent expansion

method to reduce semantic ambiguity. Expanded retrieval

with double consistency is implemented based on aspect

queries and semantic vector spaces (introduced in Sec-

tion 3.3.1). In order to meet the domain-aware expanded

requirement, we use word embedding to train the seman-

tic vector spaces as expanded resources (introduced in Sec-

tion 3.3.2).

3.3.1 Construction of double-consistency expanded queries

Patent expansion has two opposite effects. It enriches the

retrieval semantics by adding relevant terms. However, not

all contribute to the improvement of performance. Patent ex-

pansion has two kinds of strategies, i.e., semantic expansion
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and distributed expansion. The former realizes semantic con-

sistency and ignores distributed consistency while the latter

pursues distributed consistency and ignores semantic consis-

tency. Those expanded approaches with only one consistency

will hurt the performance.

We introduce a novel patent expanded model with double

consistency which combines distributed consistency with se-

mantic consistency. In order to implement patent expansion

with double consistency, we determine the information re-

sources for distributed consistency and semantic consistency.

We take mutual information to guarantee distributed consis-

tency which uses term distribution to explain technical char-

acteristics. We take semantic vector spaces to guarantee se-

mantic consistency which use euclidean distance of term vec-

tors to quantify semantic relevance.

Our proposed expansion model consists of three steps.

In the first step, we use mutual information to quantify the

distributed consistency between candidate terms and aspect

queries under the single-domain perspective in Eq. (6). In the

second step, we calculate the double consistency of candi-

date terms by the combination of the distributed relevance

and the semantic similarity under the single-domain perspec-

tive in Eq. (10). In the third step, we fuse the aspect language

model (Eqs. 3–5) and the accumulation of double consistency

under the single-domain perspectives to generate the dou-

ble consistency under the composite-domain perspectives in

Eq. (11).

Semantic vector spaces provide domain-aware terms with

similar semantics as candidate terms. We also constrain that

expanded terms have higher distributed relevance with terms

of aspect queries. We use mutual information to quantify the

distributed relevance between semantic similar terms and as-

pect queries under the single-domain perspective.

Rβ(c; χ) = Zc∈κ(w)

∑

w′∈χ Pβ(c,w′) log
Pβ(c,w′)

Pβ(c)∗Pβ(w′)
, (6)

where c denotes a candidate term with similar semantics to

query term w in semantic vector space ψκ. single-domain

section κ and single-domain perspective β correspond to the

same IPC section. Rβ(c; χ) denotes the relevance between

candidate term c and aspect query χ under single-domain

perspective β. And Zc =
1

∑

c∈κ(w) Rβ(c;χ) denotes the candidate-

specific normalization factor.

Pβ(c,w′) =
nβ(c,w′)

Nβ
. (7)

Pβ(c) =
nβ(c)

Nβ
, (8)

Pβ(w′) =
nβ(w′)

Nβ
. (9)

We calculate parameters based on the relevant patent set of

single-domain perspective β, namely ηα=β. nβ(c,w′) denotes

the number of patent documents that term c and w′ appear

in. nβ(c) denotes the number of patent documents that term c

appears in while nβ(w′) denotes the number of patent docu-

ments containing the term w′. And Nβ denotes the number of

relevant patent documents.

Semantic vector spaces provide domain-aware terms and

semantic similarity for query terms. We calculate double con-

sistency of candidate terms through mutual information and

semantic similarity under the single-domain perspective.

RS β(c|χ,w) = Rβ(c; χ) ∗ S IMκ(c|w), (10)

where RS β(c|χ,w) denotes the double consistency between

candidate term c and aspect query χ under single-domain per-

spective β. Rβ(c; χ) is the distributed relevance in Eq. (6) and

S IMκ(c|w) denotes the semantic similarity between query

term w and candidate term c under single-domain section κ,

which is the euclidean distance evaluated in semantic vector

space ψκ.

RS α(c|χ) = Pα(w|χ) ∗
∑

β∈α RS β(c|χ,w). (11)

RS α(c|χ) denotes the double consistency between candi-

date term c and aspect query χ under composite-domain per-

spective α, which is evaluated by the technical characteristic

of query term w in aspect query χ and the accumulation.

3.3.2 Expanding resource based on word embedding

We implement patent expansion with double consistency to

improve the retrieval performance. Current works take repos-

itories to guarantee semantic consistency. However, com-

mon repositories collect usual words and common seman-

tics, which hardly meets the requirement of patent expansion.

Hence, we propose a method that uses patent documents to

train semantic vector spaces as domain-aware expanded re-

sources.

Word embedding trains the semantic vector spaces by the

statistics of neighbor word distribution. The model maps

words to vectors and the euclidean distance of vectors could

be used to represent the semantic distance of words [19].

This work assumes that patents with similar classification

tend to use the same terms. We create eight containers cor-

responding to eight IPC sections. When all the IPC codes of

a patent share one section, we put the patent into the cor-

responding container. We use patent documents in each con-
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tainer to train semantic vector spaces and obtain eight seman-

tic expanded resources.

Table 2 shows the semantic similar terms and the similar-

ity of mouse in the semantic vector space of IPC section A

and H. Section A represents HUMANNECES S IT IES and

term mouse has some semantic similar terms, such as rat,

rabbit, mice, murine. Section H represents ELECTRICITY

and term mouse also has some semantic similar terms, such

as keyboard, trackball, click, touchscreen.

Table 2 Similar terms and similarity of term mouse in IPC section A and
H

Mouse

Section A Section H

Term Similarity Term Similarity

Rat 0.7936 Amouse 0.8162

Rabbit 0.6809 Keyboard 0.7304

Mice 0.6535 Trackball 0.6781

Murine 0.6337 Click 0.5976

Micewhich 0.5695 Touchscreen 0.5528

Pig 0.5426 Touchpanel 0.5410

In order to underline the originality of one innovation, ap-

plicants tend to create new vocabulary that may not fully

comply with the grammatical or usage habit. The mismatched

words of touchscreen and touchpanel may frequently appear

in patent documents while words of touch screen and touch

panel may be popular among ordinary people in the early

stage of one invention. In preprocessing stage, patent docu-

ments with some special characters and formulas will be con-

verted into general texts for index. Such pretreatment usually

generates some misspelled words, such as amouse(namely a

mouse), micewhich(namely mice which). There are a large

number of mismatched and misspelled words in full text in-

dexing of patent documents. Common repositories would not

contain these words but we can tackle these problems by se-

lecting expansion terms from semantic vector space, which

will obviously contribute to the performance of patent re-

trieval.

3.4 Fusion ranking model

We achieve more than one ranking lists of relevant patents

through the retrieval of multiple queries generated by a query

patent under composite-domain perspectives. We combine

them and obtain a single ranking list based on the technical

relevance. We fuse the relevant patents from different rank-

ing lists based on the weight of composite-domain perspec-

tives and the rank of relevant patents in the list as expressed

below:

P(p, χ) =
∑

α

Nα(χ) − oα(p, χ)
Nα(χ)

∗W(α), (12)

where Nα(χ) denotes the number of relevant patents in a

ranking list obtained by aspect query χ. oα(p, χ) denotes

the rank of relevant patent p in the ranking list. P(p, χ) is

the relevance accumulation between aspect queries and rele-

vant patent p under different composite-domain perspectives.

W(α) denotes the weight of composite-domain perspective α.

W(α) =
nα
N
, (13)

where N denotes the number of relevant patents obtained

from baseline retrieval. nα denotes the number of relevant

patents stored in composite-domain container ηα.

We have introduced our approach of three models, namely

composite-domain perspective model, expansion model with

double consistency and fusion ranking model. In next section,

we will evaluate the effectiveness of our three models.

4 Experiments

In this section, we describe our experimental setup and four

comparsion experiments under various settings. In each com-

parsion, we report the baselines and analyse experimental re-

sults.

4.1 Experimental setup

4.1.1 Dataset and evaluation setup

Patent dataset In this study, we used a large patent dataset

of CLEP-IP 2010 released by CLEP Intellectual Property

track. CLEP-IP 2010 provides a topic set which are patent

applications and have title, abstract, description and claims.

Patent applications are annotated with the metadata tags, such

as IPC classes. CLEP-IP 2010 consists of 2.6 million dis-

tinct patent documents published between 1985 and 2001

and almost covers all the patent technical classified domains.

CLEP-IP 2010 has been taken as evaluation set in most recent

works [6,8,10–13,16,18] and some other tasks. In our experi-

ments, we used the English subsection of CLEP-IP 2010. The

English test set of CLEP-IP 2010 corresponds to 1348 topics

(patent applications).

Preprocessing During indexing and retrieval, both docu-

ments and queries are stemmed by Stanford CoreNLP. Stop-

word removal is performed by using the stop-word list [4].

We also remove all the formulas and numeric references. The

retrieval experiments described in this paper are implemented

by using Lucene.
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Evaluation measures The performance of this work is

quantified by recall and mean average precision (MAP). We

also report the evaluation results of patent retrieval evaluation

score (PRES [20]) which combines MAP and recall in one

single score and is designed for recall-oriented applications.

Recall.

Recall (q, Z) =
T (q, Z)

z
, (14)

where Z is the number of patents to be checked by the user

(cut-off value) and z is the number of relevant patents.

MAP.

MAP (q, Z) =

t∑

i=1

i
ri (q, Z)

t
, (15)

where ri is the rank of relevant patent and t denotes the num-

ber of relevant patents obtained by the retrieval.

PRES.

PRES (q, Z) = 1 −

∑

ri

z
− z + 1

2
Z

, (16)

∑

ri =

zR∑

i=1

ri + zR (Z + z) − zR (zR − 1)
2

, (17)

where R is the number of relevant patents in the check-

ing window and
∑

r is the summation of ranks of relevant

patents.

4.1.2 Parameter setup

In this section, we describe the details of parameter setup in

our experiment. We use the training topics of CLEP-IP 2010

for tuning the parameters of our model. This training set con-

sists of 196 English topics with multiple sections.

Scoring function Scoring function is used to score the

relevance between a topic and patent documents. Current

works used LMDS (Dirichlet Smoothing), LMJMS (Jelinek-

Mercer Smoothing), BM25 and VSM to score the relevance.

We are interested in finding the suitable scoring function for

our model. Figure 4 presents the retrieval results of four scor-

ing functions on our model. VSM significantly outperforms

the other three scoring functions on recall and MAP. VSM

also obtains the best performance balance in terms of three

evaluation measures. Hence, we take VSM as the scoring

function for our model.

Number of retrieval terms Figure 4 presents the results

of different numbers of retrieval terms in patent retrievals.

The results suggest that the number of retrieval terms have

an immense influence on the results and a specific number

of retrieval terms hardly presents the performance compre-

hensively. So we evaluate the performance of our work in a

number range of retrieval terms, such as [10-100, step 10].

Fig. 4 Retrieval performance of four sorting methods. (a) Recall; (b) MAP;
(c) PRES

4.2 Experimental evaluation

4.2.1 Effectiveness of composite-domain perspective

model

In this section, our goal is to predict whether aspect queries

under composite-domain perspectives are effective. Oracular

is an excellent method to generate multiple queries based

on the iterative retrieval [6]. In each iteration, it selects re-

trieval terms based on the following constraints: 1) relevant

patents have common IPC codes with the query patent. 2) a

word is selected as a term for next iterative query only when

word frequency of pseudo-relevant patents is higher than

non-relevance patents. And Oracular achieved the state-of-

the-art performance. Therefore, we use Oracular as a base-
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line and 484 English topics with multiple IPC sections of

CLEP-IP 2010 for evaluation.

We use the training set of CLEP-IP 2010 for tuning the pa-
rameters and the optional values of λ and γ are set to 0.5 and
0.6 for all the experiments. Due to the immense performance
difference with different numbers of terms, we select the best
performance of Oracular as a baseline. The results are shown
in Fig. 5. Compared with Oracular, composite-domain per-
spective model constantly achieves better performance and
keeps a relatively large advantage in terms of recall, MAP
and PRES. The average recall of Oracular is 50.71% while
linear conversion of our model obtains 71.89% when we
use 40 terms for the retrieval presented in Fig. 5(a). This

demonstrates that section is the suitable IPC level as the ba-

sic unit of classification level for composite-domain perspec-

tives. Oracular is an iterative retrieval and generates multiple

queries without explicit interpretations, which results in se-

mantic drift on topics with multiple IPC sections. Our work

generates multiple queries with a rational interpretation that

Fig. 5 Different aspect retrievals on 484 dataset of CLEP-IP 2010. (a) Re-
call; (b) MAP; (c) PRES

technical similarity has relevance to technical classified do-

mains.

Figure 5 shows that linear conversion and relative-entropy

conversion obtain the similar performance and maintain the

slightly better than multiplicative conversion. The three Sub-

figures in Fig. 5 look like downward parabolas, which sug-

gests that our work is very effective on identifying key terms

of query patents for aspect queries according to different

composite-domain perspectives.

Our model is also helpful to determine the best number

of key terms for a query in practical retrieval application. In

Fig. 5, all the performance goes up with the increase of terms

at first and then remains stable. So we could find the inflec-

tion number of key terms to achieve the best balance in terms

of recall, MAP and PRES simultaneously.

4.2.2 Effectiveness of expanded model with double consis-

tency

In this section, we wish to examine the performance of our

expanded model which combines distributed consistency and

semantic consistency.

In order to verify the effectiveness of double consistency

expansion, we present the results in the form of Less Than

Set (LTS). A LTS represents a topic set where the perfor-

mance (such as recall, MAP and PRES) of each topic in the

aspect retrieval without patent expansion is less than a spe-

cific threshold. For example, a LTS of 10% denotes a set of

query patents, where the recall of each topic without patent

expansion is less than 10%.

Our experiments indicate that expanded retrieval outper-

forms unexpanded retrieval in terms of recall, MAP and

PRES. In Table 3, the average recall of a LTS of 10% with-

out expansion is 1.72% while the average recall of the LTS

reaches 4.29% when adding 8 expanded terms, achieving

149% relative improvement. The higher performance a LTS

without expansion reaches, the less improvement the LTS

after expansion achieves. These results are in line with our

expectation. They suggest that double consistency is benefi-

cial to expand terms which share technical characteristic with

terms of query patents.

With more expanded terms, we find that improvement be-

comes less and finally performance declines. This could help

us to find a explicit boundary point of expanded term number

to obtain the best performance.

From Table 3, we also find that patent expansion with dou-

ble consistency just has a slight absolute performance im-

provement for two reasons: a) patent expansion is a double-
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edged sword, which enriches relevant semantics and non-

relevant semantics simultaneously. b) the result of unex-

panded retrieval also has great influence on the performance

of expanded retrieval.

ζ= |PE(q) − PUE (q)|. (18)

Table 3 Performance comparison of unexpanded and expanded retrieval

Type1 W40E*2 10/%3 30/% 50/% 60/% 80/% 100/%

W*E00 1.72 9.40 27.20 31.22 47.00 71.32

W*E04 3.33 10.79 27.96 31.79 47.32 71.36

Recall W*E08 4.29 11.30 28.13 32.05 47.53 71.16

W*E17 4.29 11.44 28.15 32.06 47.51 71.00

W*E30 4.29 11.44 28.06 32.00 47.47 70.98

W*E00 3.02 7.43 10.57 11.71 12.74 13.65

W*E04 3.30 7.62 10.66 11.78 12.81 13.68

MAP W*E08 3.38 7.68 10.70 11.78 12.83 13.69

W*E17 3.48 7.75 10.75 11.83 12.87 13.78

W*E30 3.50 7.77 10.76 11.84 12.88 13.79

W*E00 1.87 10.19 24.01 30.18 45.41 64.58

W*E04 2.43 10.64 24.20 30.35 45.46 64.46

PRES W*E08 3.38 11.30 24.57 30.73 45.45 64.32

W*E17 3.11 11.16 24.40 30.59 45.30 64.22

W*E30 3.11 11.16 24.32 30.54 45.24 64.20

1All the results are evaluated in linear conversion on CLEP-IP 2010
2W40E∗ represents that each aspect query contains 40 terms from the query
patent and a specific number expanded terms
310% is the average performance of a LTS which represents a topic set where
the performance of each topic in the aspect retrieval is less than 10%

We find that the retrieval results of some topics just have

slight improvements after expansion but notably pull down

the average performance. We define ζ to quantify the perfor-

mance change between expansion and unexpansion as shown

in Eq. (14). We remove a query patent from a LTS when ζ of

the query patent is less than a specific threshold σ.

We set σ = 10−4 and Fig. 6 presents the result in terms of

recall. W40E0 represents that every query contains 40 terms

of a query patent while W40E17 denotes that every query is

a combination of 40 terms of a query patent and 17 expanded

terms. The average recall of a LTS of 10% without expansion

is 0.99% while the average recall of the LTS reaches 45.09%.

Compared Table 3 and Fig. 6, we find that patent expansion

of double consistency fails to greatly improve the absolute

average performance but has a significant improvement on a

part of query patents, especially for a topic with an originally

poor result.

4.2.3 Effectiveness of fusion ranking model

In Section 4.1.2, we introduce four scoring functions and se-

lect VSM for our work. VSM has been used to score the rele-

vance of a query and relevant patents in the baseline retrieval,

the aspect retrieval and the expanded retrieval. In this sec-

tion, we wish to examine the effectiveness of fusion ranking

model. Hence, we take all the four functions as our baselines

to merge the aspect retrieval results based on the relevant

score. We use 484 English topics with multiple IPC sections

of CLEP-IP 2010 as our experimental evaluation set.

Fig. 6 Recall comparison of unexpanded and expanded retrieval under
composite-domain perspectives with σ = 10−4

Figure 7 shows the results of our fusion ranking method

for merging multiple retrieval ranking lists. Our proposed

method achieves the best results in terms of recall and PRES.

This indicates that the weight of composite-domain perspec-

tives and rank of aspect ranking lists are the effective fea-

tures to quantify the relevance between a query and relevant

patents. As for MAP, our work is slightly weaker than VSM

but superior to other three fusion methods. MAP is usually

used as the central evaluation measure treating recall and pre-

cision equally while recall and PRES are designed for recall-

oriented applications [20]. Patent retrieval is a recall-oriented

task and our method obtains the highest recall and PRES.

Therefore, we think that the fusion ranking model is a suc-

cessful design for multiple-result fusion in our work.

4.2.4 Comparisons with baselines

In this section, we compare our method with the following

three methods representing the latest state-of-the-art works

on all the test set of CLEP-IP 2010.

ARCIP ARCIP [10] used a language modeling frame-

work to score single terms from query patents and train a re-

gression model to predict the effectiveness of the phrases for

patent expansion.

QDPI QDPI [11] proposes a proximity-based query ex-

panded method to address the term mismatch problem in

patent retrieval by calculating the proximity information be-

tween the lexicons of IPC definition pages and query terms

of a query patent in the pseudo patent documents.

QDMCN QDMCN [13] performs query refinement by

making use of the time-evolving patent citation network and
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term distribution of the relevant patents.

Fig. 7 Fusion ranking comparison on 484 dataset of CLEP-IP 2010. (a)
Recall; (b) MAP; (c) PRES

Table 4 presents the comparison results. Our proposed

approaches precede existing works in terms of recall and

PRES. LINE achieves the average 5.43% improvement over

QDMCN in terms of recall while LINE+ obtains the aver-

age 12.38% improvement over the state-of-the-art in terms

of PRES. And expanded retrieval with double consistency

obtains the higher performance than composite-domain per-

spective retrieval.

In terms of MAP, our work significantly exceeds QDPI and

QDMCN but is slightly weaker than ARCIP for two reasons:

a) a query is generated by combining the query patent with

perspective conversion, which results in a slight semantic di-

vergence. b) patent expansion improves the recall, but ex-

pands some relevant terms that are different from the terms

of query patent and most relevant patents, which lowers the

ranks of most relevant patents.

Table 4 Retrieval performance comparison on CLEP-IP 2010

Method Recall/% MAP/% PRES/%

ARCIP 65.00 15.60 56.70

QDPI 65.95 10.50 55.40

QDMCN 67.68 7.80 57.84

LINE 71.32 13.65 64.58

MULTIPLY 69.07 12.29 62.63

RE 70.97 12.92 64.51

LINE+1 71.36 14.33 65.00

MULTIPLY+ 69.96 12.53 63.05

RE+ 71.05 13.31 64.53

1 + represents the aspect retrieval with double consistency expansion

Patent retrieval is a recall-oriented task. In Table 4, we find

that existing works tend to sacrifice MAP to improve recall

and PRES which are designed for recall-oriented applica-

tions. Compared with existing works, our work obtains the

best balance in terms of all the three evaluation measures.

5 Conclusion and future work

In this paper, we perform the patent prior art search including

both patent reduction and patent expansion. We first measure

the technical similarity of patents under composite-domain

perspectives and implement patent reduction to generate as-

pect queries. We then realize the patent expansion in the se-

mantic vector space. Our expansion distinguishes itself by

double consistencies which overcome the shortage of single

distributed or semantic consistency. Finally, a novel fusion

method, taking the perspective weight and the rank of rele-

vant patents into consideration, is proposed to merge multiple

retrieval results. Our experiments verify the effectiveness of

the three models and our work achieves the best performance

balance in terms of all three evaluation measures.

Our work can be expanded in several ways. First, we can

further study the performance prediction of original retrieval,

which could be used to determine whether to perform patent

expansion with double consistency. Second, we can define a

better merging method for multiple retrieval results to over-

come the semantic divergence of composite-domain perspec-

tives.
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